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predict node locations in a subsequent image frame and the
reinitializing step reinitializes a node location based on a
deviation from the predicted node location that is greater
than a predetermined threshold deviation.

5. A method for feature sensing as defined in claim 1,
wherein the predetermined position constraint is based on a
geometrical position constraint associated with relative posi-
tions between the node locations.

6. A method for feature sensing as defined in claim 1,
wherein the node locations are transmitted to a remote site
for animating an avatar image.

7. A method for feature sensing as defined in claim 1,
wherein the tracking step includes determining a facial
characteristic.

8. A method for feature sensing as defined in claim 7,
further comprising transmitting the node locations and facial
characteristics to a remote site for animating an avatar image
having facial characteristics which are based upon the facial
characteristics determined by the tracking step.

9. A method for feature sensing as defined in claim 7,
wherein the facial characteristic determined by the tracking
step is whether mouth is open or closed.

10. A method for feature sensing as defined in claim 7,
wherein the facial characteristic determined by the tracking
step is whether eyes are open or closed.

11. A method for feature sensing as defined in claim 7,
wherein the facial characteristic determined by the tracking
step is whether a tongue is visble in the mouth.

12. A method for feature sensing as defined in claim 7,
wherein the facial characteristic determined by the tracking
step is based on facial wrinkles detected in the image.

13. A method for feature sensing as defined in claim 7,
wherein the facial characteristic determined by the tracking
step is based on hair type.

14. A method for feature sensing as defined in claim 7,
wherein each facial characteristic is associated by training
with an image tag that identifies an image segment of the
image frame that is associated with the facial characteristic.

15. A method for feature sensing as defined in claim 14,
wherein the image segments identified by the associated
image tag are morphed into an avatar image.

16. A method for feature sensing as defined in claim 14,
wherein the node locations and feature tags are used for
volume morphing the corresponding image segments into a
three-dimensional image.

17. A method for feature sensing as defined in claim 7,
wherein the model graph comprises 18 location nodes
associated with distinguishing features on a human face.

18. A method for feature sensing as defined in claim 17,
wherein the 18 node locations of the face are associated
with, respectively,

a right eye pupil;

a left eye pupil;

a top of a nose;

a right corner of a right eyebrow;
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a left corner of the right eyebrow;

a left corner of a left eyebrow;

a right nostril;

a tip of the nose;

a left nostril;

a right corner of a mouth;

a center of an upper lip;

a left corner of the mouth;

a center of a lower lip;

a bottom of a right ear;

a top of the right ear;

a top of a left ear; and

a bottom of the left ear.

19. A method for facial feature sensing as defined in claim
1, wherein the node locations tracking step includes lip
synching based on audio signals associated with movement
of the node locations specific to a mouth generating the
audio signals.

20. Apparatus for feature sensing on a sequence of image
frames, comprising:

means for transforming each image frame using a wavelet

transformation to generate a transformed image frame;
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means for initializing nodes of a model graph, each node
associated with a wavelet jet specific to a feature, to
locations on the transformed image frame by moving
the model graph across the transformed image frame
and placing the model graph at a location in the
transformed image frame of maximum jet similarity
between the wavelet jets of the nodes and locations on
the transformed image frame determined as the model
graph is moved across the transformed image frame;
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means for tracking the location of one or more nodes of
35 : .
the model graph between image frames; and
means for reinitializing a tracked node if the tracked
node’s location deviates beyond a predetermined posi-
tion constraint between image frames.
o 21. Apparatus for feature sensing as defined in claim 20,
further comprising:

means for determining a facial characteristic; and
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means for animating an avatar image having facial char-
acteristics which are based upon the facial character-
istics generated by the determining means.

22. Apparatus for feature sensing as defined in claim 21,
wherein the model graph comprises 18 location nodes
associated with distinguishing features on a human face.

23. A method for facial feature sensing as defined in claim
5o 1, wherein that the reinitializing step is performed using

bunch graph matching.

24. A method for facial feature sensing as defined in claim
23, wherein that the bunch graph matching is performed
using a partial bunch graph.
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